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Core S&T Competencies: 1995 Accomplishments
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Geodynamo

• Simulation spans 80,000 years; took >4,000 cpu hours (Cray)

• Field reversal at 40,000 years into simulation

• Gold (blue) = outward (inward) directed magnetic field, plotted to 
two Earth radii

5,000 years before reversal Middle of reversal 4,000 years after reversal
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Subsurface Fluid Processes

• Transport of Mass and Energy
• Characteristics of Rock Mass, Fluids, and Flow Paths

CIC-1/96-0958.ppt
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Understanding of Underground Reservoirs and the Rock-Fluid System:

Hot Dry Rock Geothermal
Reservoir

High-Level Nuclear Waste Repository
Reservoir

Underground Nuclear Weapons Test
Reservoir

Contaminated Zone Reservoir Petroleum Reservoir
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H. Leighton Steward
Chairman, CEO, and President
LL&E Company

“... imaging the “sub-salt” beds is totally dependent 

upon supercomputing capability now reaching the 

research stage in centers such as Los Alamos.... 

The potential exists for several billion barrels of oil 

(or its gas equivalent) to exist in targets which could 

be recognized by the successful application of the 

technologies....”

CIC-1/96-0957.ppt
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Global Ocean Modeling

• Los Alamos Parallel Ocean Program 
(POP)—Efficient modeling on 
massively parallel computers

• Highest resolution global simulations 
to date (horizontal cell size ~20 km)

• Agreement between model and 
satellite observations for sea 
surface height variability

• Ocean and atmospheric models 
to be coupled for climate study 
(DOE CHAMMP program)

OGCM: Ocean General Circulation Model

CIC-1/96-0950.ppt
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Accelerated Strategic Computing Initiative (ASCI)

• Leading-edge computational modeling and simulation 
capabilities

• Applied to stockpile safety and reliability issues

• ASCI Blue:  1995 Los Alamos/Livermore innovative approach to 
cost-effective multiteraflop computing

Parallel Computer Simulation of Weapon Safety

24.5 µs 29.0 µs 30.5 µs 32.0 µs

CIC-1/96-0918.ppt
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ASCI Roadmap

CIC-1/96-0919.ppt
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• Initial Secure Net
• Proto. sca. I/O syst.

• Scalable Archive
   Petabyte storage

• HS secure net
• Integrated parallel I/O
• Archival storage

• Very HS secure net
• Adv. archival storage
• Adv. parallel I/O

Application
Speed

100 X 1000 X 10,000 X . . . 100,000 X

Research Partnership
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HIPPI-SONET Gateway

• Nation’s widest and fastest networking to date—800 Mbit/s
• Distributed supercomputing to address complex problems
• Collaboration with Cal Tech, JPL, San Diego Supercomputer Center
• HIPPI speeds through satellites possible

CIC-1/96-0945.ppt
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Simulation of data provides confidence in hydrodynamics of codes
"Necessary but not sufficient"

Validation of Hydrodynamic Models

• Objective: develop and validate realistic model
– Extreme range of conditions
– Show development of instabilities
– 2D and 3D; couple with ASCI

• Approach
– Advanced code development

•Eulerian 2D and 3D hydrocode
•Adaptive mesh refinement (AMR); multicomponent

EOS; 2T radiation diffusion

– Special experimental techniques
•Shock tube laminar flow expt (next slide)
•NOVA laser
•Russian collaboration (S. Zaytsev w/contract)

• Results
– Excellent agreement between 2D theory and 2D

experiment
– Extension to 3D models will require ASCI resources

Experiment

data vs model

CIC-1/96-1164.ppt
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Hydrodynamic Simulation and Validation
RAGE Simulation of DX-13 Shock Experiments

RAGE Code
• Adaptive mesh refinement (AMR)
• 3D option with radiation available
• Multimaterial EOS with strength
• JWL explosive EOS

“Upstream Mushrooms”

“Downstream Mushrooms”

data

“Snakes”

data

data

t = 0 µs

t = ~450 µs

Mach 1.2 shock
RAGE
Simulation
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